
PacketFilter

The Four Horsemen Of the 
Virtualization Security Apocalypse



PacketFilterThe Four Horsemen Of the Virtualization Security Apocalypse | Hoff PacketFilter

Welcome To The Jungle...

✤ Setup 

✤ Virtualization In Context

✤ Virtual Networking 
Architecture

✤ VirtSec Solutions Landscape

✤ The Four Horsemen

✤Wrap-Up
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Topics and Goals Of Our Chat:

✤ Discuss the operational realities 
of virtualizing networking and 
security today: performance, 
scalability and resiliency

✤ Describe the broad impact of 
immaturity in VirtSec 
technology/solutions

✤ Illustrate how the melange of 
security in the ISV Software, 
hypervisor, OS, network and 
embedded in hardware opens a 
security wormhole
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Status Quo = FAIL?

Some security things you do 
today are perfectly reasonable 
and work well in virtualized 
environments, others simply 
don’t work at all
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Reality Bites

“It ain’t all rainbows and unicorns...”

Replicating many highly-available 
security applications and network 
topologies in virtual switches doesn’t 
work
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Bumpy Road Ahead
“Everything’s Under Construction...”

Monolithic security vendor 
virtual appliances are the 
virtualization version of the 
UTM argument



PacketFilterThe Four Horsemen Of the Virtualization Security Apocalypse | Hoff PacketFilter

If It Ain’t Fixed, Don’t Break It

“She just don’t run like she used to...”

Virtualized Security can 
seriously impact performance, 
resiliency and scalability
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Penny Wise & Pound Foolish

“Money for nuthin’ and my chips for free...”

Virtualizing security will not 
save you money, it will cost you 
more
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Where To Start?

✤ Setup 

✤ Virtualization In Context

✤ Virtual Networking 
Architecture

✤ VirtSec Solutions 
Landscape

✤ The Four Horsemen

✤Wrap-Up
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Caveats
✤ This presentation focuses on VMware VI3 as the virtualization platform example; 

Microsoft’s and Citrix’s networking/security architectures are different 

✤ There are a number of interesting new capabilities in VI4; I make reference to some of 
them, but many are futures and not shipping but change things dramatically...

✤ In the interest of scope and time, it’s focused on server virtualization and data 
networking only; storage, client, application virtualization are a whole other universe 
of security fun...

✤ It’s true you can achieve very robust/resilient integrated network and virtual 
infrastructure designs, but the moment you try and integrate security...not so much...
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x86 Virtualization* Overview

From This

Application

Operating System

Application Application

x86 Architecture

To This

Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

x86 Architecture

*Represents “Type 1” or Bare Metal “Server” Virtualization
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x86 Hierarchical Protection Domains/Rings

Ring 0

Ring 1

Ring 2

Ring 3

Applications

Device Drivers

Device Drivers

Kernel

Most Privileged Least Privileged

Adapted from: http://en.wikipedia.org/wiki/Supervisor_mode
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Application

Operating System

Application Application

x86 Architecture

Ring 0

Ring 3

Ring 0

Ring 1

Ring 2

Ring 3

Applications

Device Drivers

Device Drivers

Kernel

Most Privileged Least Privileged

Physical/
Non-Virtualized

x86 Protection Ring Compression For Dummies

Ring 1

Ring 3Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

x86 Architecture

Ring 0

✤ The Guest OS is de-privileged into  
Ring 1 and the VMM takes its place in 
Ring 0

✤ The Guest OS still thinks it is running 
in Ring 0 with all the privileges thereof

✤ Can cause issues/conflicts due to 
contention for the 17 x86 privileged 
platform control  instructions

Virtualized:
Software Only

Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

x86 Architecture

Intel Virtualization Technology 

Ring  -1

     Ring 0

     Ring 3

✤ In this example, Intel VT provides the 
VMM with an exclusive privileged level 
where it resides and executes (Ring -1)
 
✤ The Guest OS is not de-privileged and 
is running in Ring 0

✤ Context switching between VMM 
and Guest OS’s are hardware supported

Virtualized:
Hardware Assisted

*There is also para-virtualization, not covered here...
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Hypervisors Are a Disruptive Commodity...

*Yes, there are others, but these have pretty logos...

They’re breedin’ like 
wabbits!



PacketFilterThe Four Horsemen Of the Virtualization Security Apocalypse | Hoff PacketFilter

...and they’re showing up everywhere



PacketFilterThe Four Horsemen Of the Virtualization Security Apocalypse | Hoff PacketFilter

Which means:

‣ Companies will likely end up with many 
virtualization platforms/VMM’s spread 
out across the horizon of their enterprise

The key differentiators?
‣ Management, integration, extensibility and 

security
We need open standards for solution 
interoperability, management & security
‣ If you have issues with the “simple complexity” 

of a single virtualization platform, imagine 
when you have many

No One Ring0 To Rule Them All!
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Debating Virtualization & Security

Many debates and much ado stems from the inability to 
distinguish between three fundamental concerns:

✤ Securing Virtualization

✤ Virtualizing Security

✤ Security Via Virtualization

Separate the technical, 
architectural, and philosophical

from the functional, operational 
and organizational

✤ Virtualizing Security
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Threat Models In Review
Apps

Operating 
System

Apps Apps Apps

Operating 
System

Apps Apps

Hypervisor

ESX

 1. Guest to Guest

 2. Guest to Host/VMM/HW

 3. Guest to Self

 4. External to Host/VMM/HW

 5. External to Guest

 6. Host/VMM to All...

 7.  Hardware to VMM
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But d00d, What About Virtualization Malware!?

There are many really interesting topics to discuss here:

✤ Hypervisor malware, rootkits & hyperjacking

✤ Exploiting virtualization-enabled chipsets for fun and 
profit

✤ Peripheral Hardware/Firmware abuse

✤ Control channel manipulation

I’m neither qualified or motivated to talk about these topics 
and we’ve got much more profound and fundamental sets of 
issues to discuss.

There are lots of other talks featuring this stuff...
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Time For Sublime Design

✤ Setup 

✤ Virtualization In Context

✤ Virtual Networking 
Architecture

✤ VirtSec Solutions Landscape

✤ The Four Horsemen

✤Wrap-Up
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Virtual Networking Architecture

Device Driver

I/O Stack

Device Emulation

Device Driver

Guest OS

Physical Device 

Virtual Networking

Virtual Switch

Virtual System

Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

x86 Architecture

*Not shown for clarity: Service Console/VMKernel/Storage Networking



PacketFilterThe Four Horsemen Of the Virtualization Security Apocalypse | Hoff PacketFilter

A Basic Virtual Switch Defined

A Virtual Switch:

✤ Is a software-based networking construct that runs in the 
virtualization platform’s kernel 

✤ Purposely-designed layer-2 (L2) switch which is loaded 
dynamically at runtime with functional modules such as:

✤ Core L2 forwarding engine

✤ VLAN tagging, stripping & filtering

✤ L2 security, checksum and segmentation offload

✤ Some features normally found in physical L2 switches are not 
present by design to provide for integrity, isolation and secure 
connectivity (no STP,  VTP, ISL, etc...)
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VMware’s Virtual Switch Visualized

PFTest-W2K3

Apps

OS

Apps

OS

PFTest-RHEL4

vNIC

vNIC

vmNIC0

(Uplink)

vSwitch0

Port Group: Production Network

VMware Virtual Infrastructure Client ViewAbstracted Model

* I purposely left off the VMotion and Service Console networks in the model for clarity

Virtu
al P

orts



PacketFilterThe Four Horsemen Of the Virtualization Security Apocalypse | Hoff PacketFilter

vSwitch Correctness

ES
X H

ost

Hoff-VM4

Apps

OS

Apps

OS

vmnic0
(uplink)

vmnic1
(uplink)

vSwitch

vNIC

vNIC

Hoff-VM1

Hoff-VM2

Apps

OS

Apps

OS

vSwitch

Hoff-VM3

vmnic2
(uplink)

vmnic3
(uplink)

Apps

OS

Hoff-VM5
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vSwitch Security Options

vSwitches offer some nifty 
security features:

✤ Configure promiscuous mode 
(per portgroup) for selective 
mirroring

✤ MAC Address changes 
prevents VM’s from changing/
spoofing their MAC addresses

✤ Can restrict “forged 
transmissions” that would 
potentially allow VM’s to send 
traffic from nodes other than 
themselves
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Just In Case You Missed That...

✤ Network Security in a 
VMware environment is 
reduced down to 3 checkboxes 
in VirtualCenter

✤ “Network Security” within 
the virtualized construct of a 
host is now administered by 
folks whose competency is 
neither networking or 
security

✤ This is the visibility we 
security folks have into these 
environments...
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You’re Making Me All Weepy!

✤ Setup & Context

✤ Virtualization In Context

✤ Virtual Networking 
Architecture

✤ VirtSec Solutions Landscape

✤ The Four Horsemen

✤Wrap-Up
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VirtSec Technology Landscape

✤ Evolving solutions from existing players as well as emerging 
startups & the virtualization platform providers

✤ You will need to invest differently in order to 
effectively manage risk in a virtualized environment

✤ The next 12 - 18 months will be difficult due to 
the gold rush effect

✤ There is (still) no silver bullet, just a lot of
silver buckshot
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Where We Are Today
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VirtSec Examples: No Controls (FUD)

No Security

Physical Switch

Firewall/IDP Appliance

Virtual Server 1 Virtual Server 2 Virtual Server 3 Virtual Server 4

Assumptions/Caveats:
✤VM’s connected to the same 
vSwitch, portgroup, VLAN
✤No attempt at containment
✤No segmentation/protection
✤Not very realistic...

Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application

VLAN 2VLAN 2VLAN 2 VLAN 2
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Reality Check: The Intra-VM (In)Security Myth

Myth/Security Team Says:

✤ “Consolidating servers onto the same virtualized 
host is insecure because you can’t secure intra-
vm traffic!”

Reality/I ask:

✤ “When you have two physical servers plugged 
into the same physical switch in the same VLAN, 
how do you secure intra-machine traffic?”

Response/Security Team Blushes:

✤ “Uh, we don’t...”

Virtualized
Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application

VLAN 2VLAN 2VLAN 2 VLAN 2

Real World
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The Reality: Same Ol’ Software In the VM

Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Most anything you run today in 
your conventional environments 
will work here...

✤ Firewalls
✤ HIDS
✤ HIPS
✤ Anti-virus
✤ NAC
✤ Endpoint Assurance
✤ Patch Management
✤ Inventory
✤ Configuration Audit & 

Control
Installed at the OS or Application 
Layers
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VirtSec Examples: Interacting with External Security

Physical Switch

Firewall/IDP Appliance

Virtual Server 1 Virtual Server 2 Virtual Server 3 Virtual Server 4

Assumptions/Caveats:
✤Still utilizes host-based security software
✤VM’s connected on same/different 
vSwitches but different VLAN’s
✤Traffic redirected/routed through external 
switch fabric and security infrastructure

Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application

External Security
VLAN 2VLAN 3VLAN 5 VLAN 4
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VirtSec Examples: Virtual Appliances

Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

✤ The trick is forcing the traffic through 
the virtual appliances (if prevention is 
required) versus merely monitoring via 
SPAN for detection/monitoring

✤ Requires careful (and potentially 
extensive) virtual networking 
configuration

✤ Don’t protect against intra-VM 
compromise in the same VLAN

✤ Does not directly protect the 
Hypervisor

✤ Many of these tools are more about 
visibility & vizualization than they 
are pure security

✤ Virtual Appliances are VM’s!  They are 
software & exploitable!

Virtual Appliance
(Pre-Bundled/Tuned

OS& Apps)
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VirtSec Examples: Virtual Appliance with VM to VM On 
Different vSwitch/VLAN

Physical Switch

Firewall/IDP Appliance

Virtual Server 1 Virtual Server 2 Virtual Server 3 Virtual Server 4

Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application

Virtual Appliances
VLAN 2VLAN 3VLAN 4

Assumptions/Caveats:
✤Traffic redirected/routed through VA which 
does NAT/VLAN isolation
✤Thus, to go from VLAN 4 to VLAN 2, you have 
to go through VLAN3 (VA)
✤Requires significant virtual/physical 
networking reconfiguration
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VirtSec Examples: Virtual Appliance with VM to VM On 
Same vSwitch/VLAN

Physical Switch

Firewall/IDP Appliance

Virtual Server 1 Virtual Server 2 Virtual Server 3 Virtual Server 4

Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application

Virtual Appliances
VLAN 2VLAN 3VLAN 4
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Virtual Appliances: The Devil’s In the Details

Here we have a basic multi-VM 
configuration without a virtual 
security appliance:
✤ Two VM’s, sharing a single 

vSwitch
✤ Each VM sits on its own 

VLAN/Portgroup
✤ For traffic to make it’s way 

from VLAN A to VLAN B, the 
traffic must traverse the 
Uplinks to the external 
switching/routing fabric

✤ VLANs A and B are 
advertised to the rest of the 
network via VLAN/Subnet C

vmNIC0

(Uplink)

vSwitch0
vmNIC1

(Uplink)

External 

Physical 

Switch

VLAN A

Virtualization Layer

VLAN B
VLAN C

VLAN A

VLAN B

Apps

OS

VM1 - VLAN A

vNIC

Apps

OS

VM2 - VLAN B

vNIC

Other 

Network 

Segments/

VLANs

Portg
roup A

Portg
roup B
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Virtual Appliances: The Devil’s In the Details

The Revised Configuration:

✤ VLANs A and B are now isolated 
on vSwitch0 with no uplinks

✤ VM1 and VM2 bridged/routed by 
VM3 (Virtual Appliance)

✤ VM3 also connected to vSwitch1

✤ For traffic to make it’s way from 
VLAN A to VLAN B, the traffic must 
traverse VM3 (the virtual 
appliance)

✤ VLANs A and B are no longer 
advertised to the rest of the 
network

✤ VLAN D transports and thus the 
VA controls all intra-VM traffic 
and processes all externally-bound 
traffic

vSwitch0
VLAN A

VLAN B

Apps

OS

VM1 - VLAN A

vNIC

Apps

OS

VM2 - VLAN B

vNIC

Portg
roup A

Portg
roup B

External 

Physical 

Switch

VLAN C

Other 

Network 

Segments/

VLANs

vSwitch1

vmNIC0

(Uplink)

vmNIC1

(Uplink)

VLAN D

Virtual

Appliance

vNIC

vNIC

vNIC

VM3 - VLAN D

VLAN D
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What’s Showing Up Now...
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Application

Operating System

Application Application

Virtualization Layer

x86 Architecture

Virtual Appliance
(Pre-Bundled/Tuned
OS& Apps) with API

VirtSec Examples: VMM/ISV API’s

VMware VMsafe
Enables ISV partners to build 
security solutions in the form of a 
virtual appliance utilizing API’s 
that interact with hypervisor 
extensions to provide for 
monitoring and protection of 
memory/CPU, networking, process 
execution and storage.

XenAccess
XenAccess is a library that 
simplifies the process of memory 
introspection for virtual 
machines running on the Xen 
hypervisor.
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VMSafe API’s: Network Introspection

Physical Switch

Firewall/IDP Appliance

Virtual Server 1 Virtual Server 2 Virtual Server 3 Virtual Server 4

Assumptions/Caveats:
✤Does not require virtual networking 
reconfiguration
✤Requires API-Capable VMM & ISV Apps.
✤Utilizes VMM Kernel Plug-Ins & Filters
✤Exposes Hypervisors to potential exploit
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Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Application

Operating System

Application Application Application

Operating System

Application Application

API’s
VLAN 2VLAN 3VLAN 4
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vSwitch

Physical 

NIC

Hypervisor

Apps

OS

Protected VM1

Apps

OS

Protected VM2

Security
App.

Linux

Security VM/VA

ISV Securit
y Softw

are

VMsafe Fast P
ath Plug-In

vNetw
ork API's

VMSafe

Simplified VMSafe - Net API Example

1

2

4

3

5

6
7

2. vNetwork/VMsafe API configured 
via Filters to send traffic destined 
for PVM2 to Security VM/VA

3. API passes traffic to Security VM/
VA VMM Fast-Path Plug-in Driver

4. Traffic now passed between fast-
path & slow path drivers in VA/VM

5. Processing/Disposition effected by 
security VA/VM and passed back 
from slow-path to fast-path 
drivers

6. Traffic passed back via API/Drivers
7. Traffic sent on it’s way via the 

virtual switching infrastructure to 
PVM2

1. Traffic enters via physical NIC 
destined for Protected VM2 and 
intercepted by API-enabled VMM
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VMware vNetwork API’s (Networking)

ES
X H
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Hoff-VM4

Apps

OS

vmnic0
(uplink)

vmnic1
(uplink)

vSwitch

vNIC

vNIC

Hoff-VM1

Hoff-VM2

Apps

OS

vSwitch

Hoff-VM3

vmnic2
(uplink)

vmnic3
(uplink)

Apps

OS

Hoff-VM5

Apps

OS
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OS

vmnic2
(uplink)

vmnic3
(uplink)

Apps

OS

ESX
 Host 2

ESX
 H

ost 
3

DVS Extends the virtual switch 
concept from the individual host 
to the cluster/datacenter level 

...this provides for networking 
configurations that allow for 
simplified management, VM-
configuration/mobility 
awareness & policy affinity , the 
preservation of VM state, and...

Distr
ibu

ted
 Virtu

al S
witch

 (D
VS)
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Third Party vSwitches

Application

Operating System

Application Application Application

Operating System

Application Application

Virtualization Layer

ESX Server

Third Party vSwitches
✤ Acts as a policy-driven 

intelligent disposition director to 
3rd party security functions

✤ Allows integration/replication of 
external software, fabric 
capabilities and policy

✤ Consistency in networking 
capabilities 

✤ Additional networking 
functionality (load-balancing, 
QoS, L3-7, etc...)

✤ Starting to appear in some very 
interesting places

✤ ...and will introduce some very 
interesting security and 
management challenges

Virtual Appliance
(Pre-Bundled/Tuned

OS& Apps) with 
vNetwork API & 3rd Party 

vSwitch
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Cisco Nexus 1000v & VNLink
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A Fly In the (Virtual) Ointment

Will Work 
For DMA
(Or Food)

I/O Virtualization
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Virtualizing Soft Switches Into Hardware: 
Example Of a Virtual Security Headache

IOV is great for solving performance/scalability 
issues, but how will it affect security?

✤ It’s already becoming difficult to grasp where “the network” 
is, who owns it, how we manage it and how to secure it

✤ A mélange of components providing the networking 
functions will add complexity, expand the attack surface 
and potentially limit visibility further

✤ What will technologies/approaches such as direct 
assignment bypassing the VMM and SR-IOV in NICs mean to 
security virtual appliances running on the hosts?

✤ Crossing the streams is “bad.”  Allowing some networking 
via vSwitches, some in the CPU, some in software and some 
in the NIC sounds awfully messy.

✤ What happens when the hardware is not homogenous?
It’s great to see partnerships that deliver things like 
VMDirectPath, but what about Citrix, Hyper-V, etc...?

22

Virtualization HW Switch with SR-IOV

LAN
LAN

VM2
VF DD VM3

VF DD

…

NIC W/SR-IOV

MAC/PHY

VF

VF

PF DD

PCIM

VMM

Device 
Management PF

SR-IOV eliminates software intermediary 

in fast path
• Virtualization HW Switch embedded in NIC

• Various Switching actions offloaded to HW

Switch protocol stack in VMM or secure 

partition• HW switch managed by VMM

• HW & SW switches form a Logical switch

Enhanced Queuing Support 

• Basic: Layer 2 classification & switching

• Advanced: L3/4 classification for TC 

associationVirtual Soft switch accommodates

• Legacy VM’s
• Teaming• VM mobility

Legacy VM1
vNIC

Virtual SW switch

SR-IOV necessitates HW switching

Virtualization HW switch
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Virtualize network and storage I/O into 
a consolidated pool of highly available and secure resources. 

 

Introducing the 3Leaf Systems V-8000 

The 3Leaf Systems V-8000 delivers a virtualization layer 
to x86 commodity servers and blades for SAN/NAS/LAN 
connectivity. The 3Leaf Systems V-8000 aggregates 
network and storage resources, enabling dynamic 
allocation of I/O bandwidth when and where it is needed. 

 

The V-8000 uses commodity hardware that allows for easy 
customization with off-the-shelf interfaces. The V-8000 can 
be configured with 4 to 18 Ethernet ports at 1 Gb/s and/or 
0 to 14 Fibre Channel ports at 4 Gb/s. 

Any number of virtual I/O devices can be created and 
assigned to a particular server. These virtual resources 
appear as locally attached physical resources (NICs, 
HBAs) to the operating system (Linux or Windows). For 
example, administrators have full support for network 
multipathing, port bonding, and trunking as they do today. 

A Pool of Shared Resources Allocated 
On Demand 

The V-8000 consolidates each server’s network and 
storage interfaces, replacing them with a single 10 Gb/s 
fault-tolerant fabric. A fully redundant internal architecture 
with automatic failover, traffic rerouting, and load 
balancing designed for both NICs and HBAs, the V-8000 
provides for maximum uptime, utilization, and throughput. 

I/O resource consolidation reduces the number of drivers 
to maintain in the data center, as well as reducing the 
number of HBAs, NICs, cables, and switch ports and all 
their associated maintenance overhead. Booting over the 
fabric is supported, eliminating the need for local storage. 
Each x86 server becomes a diskless, stateless, and 
personality-less node, costing less to put into service, yet 
is more flexible and reliable. 

Secure Management Control 

The V-8000 maintains existing security paradigms, 
providing each application with exclusive access to 
LAN/SAN resources. LUN masking and SAN zoning are 
fully supported on the virtual devices. Authentication and 
authorization are bound to existing LDAP, Active 
Directory, or NIS infrastructure. 

The virtual environment is transparent to the application 
such that no changes in current operational paradigms are 
needed to deploy a V-8000. Support for VMware, Xen, and 
Microsoft virtualization means easier migration of virtual 
machines as the V-8000 preserves each VM’s network and 
storage views while it moves. 

A management console supplies a single control point  
for any number of deployed V-8000s. The console is 
accessed by platform independent interfaces – CLI, Web-
based GUI, and SOAP API – that conform to and respect 
in-place security policies. Out-of-band management is 
performed using IPMI v2 and the onboard BMC to monitor 
BIOS, service tag, and sensor-based events. 

Business policy is supported by defining quality of 
service.  Fine-grained policies can be created to uphold 
SLAs and manage bandwidth based on real-time need or 
time-sensitive events. Classifier rules control packet 
accounting and logging. Graphical reports are available 
via the GUI. 

The net results in deploying a V-8000 are fewer parts to 
purchase, manage, and service for increased availability, 
resiliency, and runtime scalability of I/O resources. 

 3Leaf Systems
V-8000 Virtual I/O Server

!

 

Virtualize network and storage I/O into 
a consolidated pool of highly available and secure resources. 

 

Introducing the 3Leaf Systems V-8000 

The 3Leaf Systems V-8000 delivers a virtualization layer 
to x86 commodity servers and blades for SAN/NAS/LAN 
connectivity. The 3Leaf Systems V-8000 aggregates 
network and storage resources, enabling dynamic 
allocation of I/O bandwidth when and where it is needed. 

 

The V-8000 uses commodity hardware that allows for easy 
customization with off-the-shelf interfaces. The V-8000 can 
be configured with 4 to 18 Ethernet ports at 1 Gb/s and/or 
0 to 14 Fibre Channel ports at 4 Gb/s. 

Any number of virtual I/O devices can be created and 
assigned to a particular server. These virtual resources 
appear as locally attached physical resources (NICs, 
HBAs) to the operating system (Linux or Windows). For 
example, administrators have full support for network 
multipathing, port bonding, and trunking as they do today. 

A Pool of Shared Resources Allocated 
On Demand 

The V-8000 consolidates each server’s network and 
storage interfaces, replacing them with a single 10 Gb/s 
fault-tolerant fabric. A fully redundant internal architecture 
with automatic failover, traffic rerouting, and load 
balancing designed for both NICs and HBAs, the V-8000 
provides for maximum uptime, utilization, and throughput. 

I/O resource consolidation reduces the number of drivers 
to maintain in the data center, as well as reducing the 
number of HBAs, NICs, cables, and switch ports and all 
their associated maintenance overhead. Booting over the 
fabric is supported, eliminating the need for local storage. 
Each x86 server becomes a diskless, stateless, and 
personality-less node, costing less to put into service, yet 
is more flexible and reliable. 

Secure Management Control 

The V-8000 maintains existing security paradigms, 
providing each application with exclusive access to 
LAN/SAN resources. LUN masking and SAN zoning are 
fully supported on the virtual devices. Authentication and 
authorization are bound to existing LDAP, Active 
Directory, or NIS infrastructure. 

The virtual environment is transparent to the application 
such that no changes in current operational paradigms are 
needed to deploy a V-8000. Support for VMware, Xen, and 
Microsoft virtualization means easier migration of virtual 
machines as the V-8000 preserves each VM’s network and 
storage views while it moves. 

A management console supplies a single control point  
for any number of deployed V-8000s. The console is 
accessed by platform independent interfaces – CLI, Web-
based GUI, and SOAP API – that conform to and respect 
in-place security policies. Out-of-band management is 
performed using IPMI v2 and the onboard BMC to monitor 
BIOS, service tag, and sensor-based events. 

Business policy is supported by defining quality of 
service.  Fine-grained policies can be created to uphold 
SLAs and manage bandwidth based on real-time need or 
time-sensitive events. Classifier rules control packet 
accounting and logging. Graphical reports are available 
via the GUI. 

The net results in deploying a V-8000 are fewer parts to 
purchase, manage, and service for increased availability, 
resiliency, and runtime scalability of I/O resources. 

 3Leaf Systems
V-8000 Virtual I/O Server

w00t!  World Domination!
 Single network connection provides 

virtualized fabric interconnectivity for LAN 
& SAN

 All your VM’s (and security) are belong to us!

 Cisco 5000/7000 Nexus

 Brocade DXC Backbone

 3Leaf V-8000 Virtual 
I/O Server

 Xsigo I/O Director
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IOV Appliances: Just To Make It More Fun!
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Where Isn’t the Network?

Physical NIC Cards
Embedded
Switches

Embedded Networking/
Virtualization-Enabled

CPU/Chipsets
IOV

Hypervisor-based 
Distributed Virtual Networking

(vSwitches)

Network 
Switching 

API's

Network 
Security

API's

Routing/Bridging/
Switching/NAT in "closed" 

Virtual Appliances

Routing/Bridging/
Switching/NAT in VM 
Operating Systems

Physical Cisco Catalyst/Nexus Switches
for both networking and storage

Converged Network/Storage Adapters
and/or NICs with embedded switching

and offload

Intel CPU's with VT-d and SR-IOV

vNetwork VMsafe & Switching API's across 
distributed virtual switches using fastpath kernel 
modules integrated with VMware vSwitch and

Cisco Nexus 1000V

Customized networking stacks/slowpath driver/
network stacks in virtual appliances and IPv4/6
network stacks with iptables/brctl (e.g. Linux)

Physical "Network" Switches
Data 

Fabrics
Storage
Fabrics

"Networking" Element Stack Examples
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...and the hits keep comin’
✤ Virtualization is simply the platform 

enabler 

✤ Real Time Infrastructure (RTI) with self-
governing adaptation, provisioning and 
autonomics is here 

✤ MSSP/IaaS/SaaS/Clean Pipes/Grid/
Utility/Distributed and CLOUD computing 
is maturing

✤ How are we going to secure the 
abstraction of a cloud-based, dispatched 
virtualized set of processes, memory 
space, storage and I/O?
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Doh!
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The End Is Nigh! Run Away!

✤ Setup

✤ Virtualization In Context

✤ Virtual Networking Architecture

✤ VirtSec Solutions Landscape

✤ The Four Horsemen

✤Wrap-Up
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Bring On the Pwnies!

The Four Horsemen of the 
Apocalypse represent the 
“...forces of man’s destruction 
described in the Bible in the 
Book of Revelations” and are 
“...named after the powers they 
represent”* 

✤ War
✤ Pestilence
✤ Death 
✤ Famine

*Wikipedia
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Vini, Vidi, Wiki...
1. Monolithic security vendor virtual appliances are the virtualization 

version of the UTM argument
2. Virtualized Security can seriously impact performance, resiliency 

and scalability
3. Replicating many highly-available security applications and 

network topologies in virtual switches don’t work
4. Virtualizing security will not save you money, it will cost you more
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Example: Virtualizing the DMZ*

*Images/Concept from VMware Whitepaper: DMZ Virtualization with VMware Infrastructure
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VMWARE  BEST PRAC TICES

Virtualized DMZ Networks
As virtualization of network DMZs becomes more common, 
demand is increasing for information to help network security 
professionals understand and mitigate the risks associated with 
this practice. This paper provides detailed descriptions of three 
different virtualized DMZ configurations and identifies best 
practice approaches that enable secure deployment. 

VMware customer experience and independent analyst 
research demonstrate that it is possible to set up a DMZ in a 
virtualized environment that is as secure as a DMZ in a physical 
environment. However, some network security professionals are 
concerned that DMZ virtualization might decrease security. This 
is understandable, because virtualization involves new terminol-
ogy and technology. 

Fortunately, as a network security professional, you already 
have the critical knowledge necessary to ensure the proper 

DMZ Virtualization with VMware Infrastructure

configuration of a DMZ using virtual network infrastructure. 
Enforcement policies on a virtual network are the same as those 
on a physical network. Gartner research supports this view by 
suggesting that security risks primarily emanate from adminis-
trative misconfiguration and not from the virtual infrastructure. 
(See the References section for information on this Gartner 
report.) 

This paper provides information that will enable you to config-
ure a virtualized DMZ correctly and deploy it seamlessly. 

The biggest risk to a DMZ in a virtual environment is miscon-
figuration, not the technology. Thus you need strong audit 
controls to ensure that you avoid misconfiguration, either acci-
dental or malicious.

As shown in figures 1 and 2, the introduction of virtual technol-
ogy into a DMZ does not have to change the DMZ topology 
significantly. As with other parts of the network, virtual technol-

Figure 1 — A typical DMZ in a physical environment
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Figure 2 — A typical DMZ in a virtual environment
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ogy merely enables you to consolidate servers by replacing 
physical servers with virtual servers that function exactly the 
same way — and need to be configured in much the same way 
— as their physical equivalents. You can consolidate servers in 
a DMZ using virtual technology and continue to rely on your 
existing security infrastructure. 

Three Typical Virtualized DMZ Configurations
A virtualized DMZ network can fully support and enforce a 
wide range of configurations to separate trust zones. The three 
options described in this section are typical. 

Partially Collapsed DMZ with Separate Physical Trust 
Zones
Organizations that want to keep DMZ zones physically sepa-
rated tend to choose this method, shown in Figure 3. In this 
configuration, each zone uses separate ESX Server clusters. 
Zone isolation is achieved with physical security devices. The 
physical network does not require any change. The only differ-
ence between this configuration and a purely physical DMZ is 
that the servers within the trust zone are virtualized. 

This configuration limits the benefits you can achieve from 
virtualization because it does not maximize consolidation ratios, 
but this approach is a good way to introduce virtual technology 
into a network. Because it has minimal impact on an existing 

physical network, this configuration removes many risks. For 
instance, it minimizes the impact of the potential loss of separa-
tion of duties. This, in turn, greatly reduces the chance that an 
unqualified individual might be in a position to introduce a 
vulnerability through misconfiguration. 

In this configuration, you do not need to configure dedicated 
virtual switches or use 802.1q VLANs within the virtual infra-
structure. You perform all networking isolation on the physical 
network, not within the virtual infrastructure.

Advantages

 Simpler, less complex configuration

 Less change to physical environment

 Less change to separation of duties; less change in staff 
knowledge requirements

 Less chance for misconfiguration because of lower complex-
ity

Disadvantages

 Lower consolidation and utilization of resources

 Higher costs because of need for more ESX hosts and addi-
tional cooling and power

 Incomplete utilization of the advantages of virtualization

Figure 3 — Partially collapsed DMZ with separate physical trust zones
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*Images/Concept from VMware Whitepaper: DMZ Virtualization with VMware Infrastructure
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Fully Collapsed DMZ
Taking full advantage of VMware technology, this approach, 
shown in Figure 5, virtualizes the entire DMZ — including all 
network and security devices. Sometimes described as a “DMZ 
in a box,” this configuration enables you to maximize server 
consolidation and realize significant cost reductions.

This configuration fully leverages consolidation benefits. All 
servers and security devices are virtualized in this configuration, 
enabling you to isolate the virtual servers and the networks 
while managing communications between the zones with 
virtual security appliances. On the other hand, security appli-
ances in this configuration can also interfere with such VMware 
Infrastructure capabilities as VMware VMotion and VMware 
Distributed Resource Scheduler because of limitations in 
current virtual security devices. The introduction of the VMsafe 
security-specific APIs will remove these limitations in future 
releases of VMware Infrastructure.

This completely virtual infrastructure can fully enforce isolation 
and security between the DMZ zones. You can locate virtual 
servers of different security levels on the same physical ESX host 
and bring network security devices into the virtual infrastruc-
ture. 

You must consider the same potential risks you would in a 
completely physical infrastructure, but with proper configura-
tion and application of best practices, you can mitigate those 
risks. Compared to the two other approaches discussed in this 

paper, this is the most complex configuration. Therefore, risks 
associated with misconfiguration are higher and you need to 
take great care when planning this configuration. You should 
enforce separation of duties by using roles and permissions 
within VirtualCenter. You should also plan and deploy virtual 
networks very carefully to make sure that the isolation of those 
networks is enforced and that any communications between 
virtual machines in separate networks are properly routed 
through the virtual firewalls as well as any other inline security 
devices you are using.

It is especially important in this configuration that you audit the 
configurations of virtual firewalls and virtual switches for consis-
tent policy and settings, because all of the zone enforcement is 
performed in the virtual environment. If the policy is different on 
any of the virtual firewalls or virtual switches, you might see such 
issues as dropped connections when a virtual machine is moved 
using VMotion. 

You can use 802.1q VLANs in this configuration, but VLANs are 
not required as they are in the partially collapsed DMZ with 
virtual separation of trust zones. With a fully collapsed DMZ, you 
need a minimum of three NICs per ESX host — one to connect 
to the Internet, a second to connect to the internal network, 
and a third for the ESX service console or management network.
VMware strongly encourages NIC teaming for redundancy, so 

Figure 5 — Fully collapsed DMZ
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ogy merely enables you to consolidate servers by replacing 
physical servers with virtual servers that function exactly the 
same way — and need to be configured in much the same way 
— as their physical equivalents. You can consolidate servers in 
a DMZ using virtual technology and continue to rely on your 
existing security infrastructure. 

Three Typical Virtualized DMZ Configurations
A virtualized DMZ network can fully support and enforce a 
wide range of configurations to separate trust zones. The three 
options described in this section are typical. 

Partially Collapsed DMZ with Separate Physical Trust 
Zones
Organizations that want to keep DMZ zones physically sepa-
rated tend to choose this method, shown in Figure 3. In this 
configuration, each zone uses separate ESX Server clusters. 
Zone isolation is achieved with physical security devices. The 
physical network does not require any change. The only differ-
ence between this configuration and a purely physical DMZ is 
that the servers within the trust zone are virtualized. 

This configuration limits the benefits you can achieve from 
virtualization because it does not maximize consolidation ratios, 
but this approach is a good way to introduce virtual technology 
into a network. Because it has minimal impact on an existing 

physical network, this configuration removes many risks. For 
instance, it minimizes the impact of the potential loss of separa-
tion of duties. This, in turn, greatly reduces the chance that an 
unqualified individual might be in a position to introduce a 
vulnerability through misconfiguration. 

In this configuration, you do not need to configure dedicated 
virtual switches or use 802.1q VLANs within the virtual infra-
structure. You perform all networking isolation on the physical 
network, not within the virtual infrastructure.

Advantages

 Simpler, less complex configuration

 Less change to physical environment

 Less change to separation of duties; less change in staff 
knowledge requirements

 Less chance for misconfiguration because of lower complex-
ity

Disadvantages

 Lower consolidation and utilization of resources

 Higher costs because of need for more ESX hosts and addi-
tional cooling and power

 Incomplete utilization of the advantages of virtualization

Figure 3 — Partially collapsed DMZ with separate physical trust zones

VM VM

VMkernel Service
consolevSwitch vSwitch

VM VM VM

VMkernel Service
consolevSwitch vSwitch

VM

Web zone

Internet Production
LAN

IDS/IPS

Application zone Database zone

VM VM

VMkernel Service
consolevSwitch vSwitch

NIC 
team

VM

VMware ESX NIC 
teamVMware ESX NIC 

teamVMware ESX

Service
console

interface

Service
console

interface

Service
console

interface

Management
LAN

VMware 
VirtualCenter

server



PacketFilterThe Four Horsemen Of the Virtualization Security Apocalypse | Hoff PacketFilter

Pwnie #1: War

Image: Mari Kasurinen | spippodeviantart.com 
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War | Episode 7: Revenge Of the UTM Clones

Monolithic security vendor virtual 
appliances are the virtualization version of 
the UTM argument:

✤ The notion that we will deploy a single 
vendor/monolithic security VA in each host is 
silly

✤ If you’re still stuck on “defense in breadth,” 
you’re going to deploy more than one security 
virtual appliances on each host

✤ UTM performance sucks when you flip all 
the switches
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Taking full advantage of VMware technology, this approach, 

shown in Figure 5, virtualizes the entire DMZ — including all 

network and security devices. Sometimes described as a “DMZ 

in a box,” this configuration enables you to maximize server 

consolidation and realize significant cost reductions.

This configuration fully leverages consolidation benefits. All 

servers and security devices are virtualized in this configuration, 

enabling you to isolate the virtual servers and the networks 

while managing communications between the zones with 

virtual security appliances. On the other hand, security appli-

ances in this configuration can also interfere with such VMware 

Infrastructure capabilities as VMware VMotion and VMware 

Distributed Resource Scheduler because of limitations in 

current virtual security devices. The introduction of the VMsafe 

security-specific APIs will remove these limitations in future 

releases of VMware Infrastructure.

This completely virtual infrastructure can fully enforce isolation 

and security between the DMZ zones. You can locate virtual 

servers of different security levels on the same physical ESX host 

and bring network security devices into the virtual infrastruc-

ture. 
You must consider the same potential risks you would in a 

completely physical infrastructure, but with proper configura-

tion and application of best practices, you can mitigate those 

risks. Compared to the two other approaches discussed in this 

paper, this is the most complex configuration. Therefore, risks 

associated with misconfiguration are higher and you need to 

take great care when planning this configuration. You should 

enforce separation of duties by using roles and permissions 

within VirtualCenter. You should also plan and deploy virtual 

networks very carefully to make sure that the isolation of those 

networks is enforced and that any communications between 

virtual machines in separate networks are properly routed 

through the virtual firewalls as well as any other inline security 

devices you are using.

It is especially important in this configuration that you audit the 

configurations of virtual firewalls and virtual switches for consis-

tent policy and settings, because all of the zone enforcement is 

performed in the virtual environment. If the policy is different on 

any of the virtual firewalls or virtual switches, you might see such 

issues as dropped connections when a virtual machine is moved 

using VMotion. You can use 802.1q VLANs in this configuration, but VLANs are 

not required as they are in the partially collapsed DMZ with 

virtual separation of trust zones. With a fully collapsed DMZ, you 

need a minimum of three NICs per ESX host — one to connect 

to the Internet, a second to connect to the internal network, 

and a third for the ESX service console or management network.

VMware strongly encourages NIC teaming for redundancy, so 

Figure 5 — Fully collapsed DMZ

VMVM

VMVM

VMVM

VM

vmkernel

Web Servers

Firewall IDS/IPS
Virtual Appliance(s)

App Servers
Database Servers

ServiceConsole

Web
VSwitch

IntranetVSwitch

InternetVSwitch

App
VSwitch

DatabaseVSwitch

VM

VM

Internet
ProductionLAN

NIC Team

NIC Team

NIC Team

VMware ESX
ManagementLAN

VMware 
VirtualCenterServer



PacketFilterThe Four Horsemen Of the Virtualization Security Apocalypse | Hoff PacketFilter

The VAUTM Conundrum

✤ The more security VA’s you 
add, the less VM’s you can 
service

✤ How do you ensure that 
traffic is statefully 
directed to the 
appropriate individual in-
line security bumps in the 
stack? 

FW

IDS

WAF IPS

IDS

FWIPS
Switching
Fabric
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Pwnie #2: Pestilience

Image: Mari Kasurinen | spippodeviantart.com 
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Pestilence | VirtSec Screws the Capacity Planning Pooch!

Virtualized Security can seriously impact 
performance, resiliency and scalability 
✤ Performance overhead of in-line security VA/VMs & API’s 

is extremely difficult to predict

✤ Today we rely on multiple load-balanced high-performance 
multi-core COTS H/W or dedicated ASIC/FPGA equipped 
appliances for acceptable throughput/low latency...

✤We’re now going to expect that software based VA’s which 
are not optimized or do not utilize paravirtualized drivers 
to perform the same?

✤ Security functions are competing for the same resources 
as the VM’s you’re trying to protect
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Fully Collapsed DMZ
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Drinking From the Firehose
✤ VMware showed tests* with 

linux-based VM-VM throughput 
on the same vSwitch of ~2.5Gb/s

✤ Most dedicated hardware 
appliances have trouble at those 
rates at small packets/low 
latency

✤ What happens when you try to 
choke every flow through a non-
optimized, software-only virtual 
appliance in/out of every VM?  

✤ What happens when we add 
multiple 1Gb/s or 10Gb/s bonded 
pipes feeding our servers?
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Public Service Announcement

Every time you deploy a security virtual appliance...

God kills a kitten.
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Pwnie #3: Death

Image: Mari Kasurinen | spippodeviantart.com 
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Death | The Network Is The Computer?

Replicating many highly-available security applications 
and network topologies in virtual switches don’t work 

✤ Security applications are incredibly topology sensitive

✤ Affinity between the physical, logical and policy elements breaks 
when things move 

✤ It’s not that you can’t get network-based HA to work, it’s the 
support of the applications and their secret sauce that breaks.

✤ Most physical appliances use heavily tweaked kernels and 
drivers which aren’t supported natively in virtualization stacks; 
performance suffers and HA may no longer work

✤ Failover and HA/LB options for stateful security applications 
currently suck
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Fully Collapsed DMZ

Taking full advantage of VMware technology, this approach, 

shown in Figure 5, virtualizes the entire DMZ — including all 

network and security devices. Sometimes described as a “DMZ 

in a box,” this configuration enables you to maximize server 

consolidation and realize significant cost reductions.

This configuration fully leverages consolidation benefits. All 

servers and security devices are virtualized in this configuration, 

enabling you to isolate the virtual servers and the networks 

while managing communications between the zones with 

virtual security appliances. On the other hand, security appli-

ances in this configuration can also interfere with such VMware 

Infrastructure capabilities as VMware VMotion and VMware 

Distributed Resource Scheduler because of limitations in 

current virtual security devices. The introduction of the VMsafe 

security-specific APIs will remove these limitations in future 

releases of VMware Infrastructure.

This completely virtual infrastructure can fully enforce isolation 

and security between the DMZ zones. You can locate virtual 

servers of different security levels on the same physical ESX host 

and bring network security devices into the virtual infrastruc-

ture. 
You must consider the same potential risks you would in a 

completely physical infrastructure, but with proper configura-

tion and application of best practices, you can mitigate those 

risks. Compared to the two other approaches discussed in this 

paper, this is the most complex configuration. Therefore, risks 

associated with misconfiguration are higher and you need to 

take great care when planning this configuration. You should 

enforce separation of duties by using roles and permissions 

within VirtualCenter. You should also plan and deploy virtual 

networks very carefully to make sure that the isolation of those 

networks is enforced and that any communications between 

virtual machines in separate networks are properly routed 

through the virtual firewalls as well as any other inline security 

devices you are using.

It is especially important in this configuration that you audit the 

configurations of virtual firewalls and virtual switches for consis-

tent policy and settings, because all of the zone enforcement is 

performed in the virtual environment. If the policy is different on 

any of the virtual firewalls or virtual switches, you might see such 

issues as dropped connections when a virtual machine is moved 

using VMotion. 
You can use 802.1q VLANs in this configuration, but VLANs are 

not required as they are in the partially collapsed DMZ with 

virtual separation of trust zones. With a fully collapsed DMZ, you 

need a minimum of three NICs per ESX host — one to connect 

to the Internet, a second to connect to the internal network, 

and a third for the ESX service console or management network.

VMware strongly encourages NIC teaming for redundancy, so 

Figure 5 — Fully collapsed DMZ

VMVM

VMVM

VMVM

VM

vmkernel

Web Servers

Firewall IDS/IPS

Virtual Appliance(s)

App Servers
Database Servers

ServiceConsole

WebVSwitch

IntranetVSwitch

InternetVSwitch

AppVSwitch
DatabaseVSwitch

VM

VM

Internet

ProductionLAN

NIC Team

NIC Team

NIC Team

VMware ESX
ManagementLAN

VMware 
VirtualCenter

Server



PacketFilterThe Four Horsemen Of the Virtualization Security Apocalypse | Hoff PacketFilter
*Image from Cisco Whitepaper: VMware Infrastructure 3 in a Cisco Network Environment
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VMware Infrastructure 3 in a Cisco Network Environment

OL-16503-01

  ESX Server Connectivity and Networking Design Considerations

Figure 46 illustrates the design with the use of the Cisco V-shape LAN switching topology. The access 
switches Catalyst1 and Catalyst2 are dual-connected to the aggregation layer switches. The aggregation 
layer provides the root and secondary root function. Of the two set of links from the access layer, the one 
connecting to the secondary root is in Spanning-Tree blocking state.

As with the previous design, the access ports connecting to the ESX hosts are configured as 802.1q 
trunks carrying the Service Console VLAN and the VMkernel VLAN or the VM production VLANs.

Figure 46 ESX Server with Cisco Switches V-shape Design

Access Layer Connectivity with EtherChannel

Given the availability of four NICs from an ESX host, it is possible to configure them as EtherChannels 
in many different ways, which also depends on the technology deployed at the Cisco access layer switch. 
Figure 47 shows an suboptimal topology where the two vmnics for production traffic are 
EtherChanneled to Catalyst1 and the two vmnics for Service Console and VMkernel traffic are 
EtherChanneled to Catalyst2. The main caveat of this topology is that if one Catalyst switch fails, it 
affects the operation of both ESX hosts. In this example, if the Catalyst 1 switch fails, ESX Server 1 
cannot communicate on the production VLANs, thus isolating the VMs. At the same time, ESX2 loses 
the management connectivity which, if part of an VMware HA cluster may signifies that the VMs on 
ESX Server 2 may be powered off.
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...But the Security Application Failure Recovery Options Suck*

What happens when these security virtual appliances 
fail?

✤ Application-level and VMware HA clustering do not take into consideration the 
network topology sensitivities of security applications

✤ Security applications and the networking stacks are not stateful and do not 
exchange telemetry

✤ Moving the security VA to another box leaves the VM’s unprotected or 
disconnected/isolated on the original

✤ Failing over an entire cluster-member’s inventory of VM’s due to the failure of a 
security component is ludicrous 
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Fully Collapsed DMZ
Taking full advantage of VMware technology, this approach, 
shown in Figure 5, virtualizes the entire DMZ — including all 
network and security devices. Sometimes described as a “DMZ 
in a box,” this configuration enables you to maximize server 
consolidation and realize significant cost reductions.

This configuration fully leverages consolidation benefits. All 
servers and security devices are virtualized in this configuration, 
enabling you to isolate the virtual servers and the networks 
while managing communications between the zones with 
virtual security appliances. On the other hand, security appli-
ances in this configuration can also interfere with such VMware 
Infrastructure capabilities as VMware VMotion and VMware 
Distributed Resource Scheduler because of limitations in 
current virtual security devices. The introduction of the VMsafe 
security-specific APIs will remove these limitations in future 
releases of VMware Infrastructure.

This completely virtual infrastructure can fully enforce isolation 
and security between the DMZ zones. You can locate virtual 
servers of different security levels on the same physical ESX host 
and bring network security devices into the virtual infrastruc-
ture. 

You must consider the same potential risks you would in a 
completely physical infrastructure, but with proper configura-
tion and application of best practices, you can mitigate those 
risks. Compared to the two other approaches discussed in this 

paper, this is the most complex configuration. Therefore, risks 
associated with misconfiguration are higher and you need to 
take great care when planning this configuration. You should 
enforce separation of duties by using roles and permissions 
within VirtualCenter. You should also plan and deploy virtual 
networks very carefully to make sure that the isolation of those 
networks is enforced and that any communications between 
virtual machines in separate networks are properly routed 
through the virtual firewalls as well as any other inline security 
devices you are using.

It is especially important in this configuration that you audit the 
configurations of virtual firewalls and virtual switches for consis-
tent policy and settings, because all of the zone enforcement is 
performed in the virtual environment. If the policy is different on 
any of the virtual firewalls or virtual switches, you might see such 
issues as dropped connections when a virtual machine is moved 
using VMotion. 

You can use 802.1q VLANs in this configuration, but VLANs are 
not required as they are in the partially collapsed DMZ with 
virtual separation of trust zones. With a fully collapsed DMZ, you 
need a minimum of three NICs per ESX host — one to connect 
to the Internet, a second to connect to the internal network, 
and a third for the ESX service console or management network.
VMware strongly encourages NIC teaming for redundancy, so 

Figure 5 — Fully collapsed DMZ

VMVM VMVM VMVMVM

vmkernel

Web Servers
Firewall IDS/IPS
Virtual Appliance(s)

App Servers Database Servers

Service
Console

Web
VSwitch

Intranet
VSwitch

Internet
VSwitch

App
VSwitch

Database
VSwitch

VM VM

Internet Production
LAN

NIC 
Team

NIC 
Team

NIC 
Team VMware ESX

Management
LAN

VMware 
VirtualCenter

Server

4

VMWARE  BEST PRAC TICES

ogy merely enables you to consolidate servers by replacing 
physical servers with virtual servers that function exactly the 
same way — and need to be configured in much the same way 
— as their physical equivalents. You can consolidate servers in 
a DMZ using virtual technology and continue to rely on your 
existing security infrastructure. 

Three Typical Virtualized DMZ Configurations
A virtualized DMZ network can fully support and enforce a 
wide range of configurations to separate trust zones. The three 
options described in this section are typical. 

Partially Collapsed DMZ with Separate Physical Trust 
Zones
Organizations that want to keep DMZ zones physically sepa-
rated tend to choose this method, shown in Figure 3. In this 
configuration, each zone uses separate ESX Server clusters. 
Zone isolation is achieved with physical security devices. The 
physical network does not require any change. The only differ-
ence between this configuration and a purely physical DMZ is 
that the servers within the trust zone are virtualized. 

This configuration limits the benefits you can achieve from 
virtualization because it does not maximize consolidation ratios, 
but this approach is a good way to introduce virtual technology 
into a network. Because it has minimal impact on an existing 

physical network, this configuration removes many risks. For 
instance, it minimizes the impact of the potential loss of separa-
tion of duties. This, in turn, greatly reduces the chance that an 
unqualified individual might be in a position to introduce a 
vulnerability through misconfiguration. 

In this configuration, you do not need to configure dedicated 
virtual switches or use 802.1q VLANs within the virtual infra-
structure. You perform all networking isolation on the physical 
network, not within the virtual infrastructure.

Advantages

 Simpler, less complex configuration

 Less change to physical environment

 Less change to separation of duties; less change in staff 
knowledge requirements

 Less chance for misconfiguration because of lower complex-
ity

Disadvantages

 Lower consolidation and utilization of resources

 Higher costs because of need for more ESX hosts and addi-
tional cooling and power

 Incomplete utilization of the advantages of virtualization

Figure 3 — Partially collapsed DMZ with separate physical trust zones
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* The upcoming distributed virtual switching (vNetworking) and Cisco Nexus 1000v will change things
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Run...It’s the Fuzz!
I would really have liked to show you a cool demo with the help 
of my friends from ERNW (Germany) using their modified L2 
Sulley fuzzing framework, abusing the HA protocols of a few 
security software vendors to show you how fragile these 
security virtual appliances are in terms of performance/
resiliency.

We set up our test bed to compare the physical appliance 
versions with the virtual but quickly stopped when we realized:

✤ Most vendors still don’t offer production-ready security 
virtual appliances for lots of interesting reasons...

✤ Most of them do not offer active/active, load-balanced 
HA in their products

✤ When they do, they are loaded with untenable  caveats 
that make the products impractical

...and yet we’re being told that virtual appliances are the 
centerpiece of the security portfolios in these environments?
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Reality Distortion Field
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Fully Collapsed DMZ
Taking full advantage of VMware technology, this approach, 
shown in Figure 5, virtualizes the entire DMZ — including all 
network and security devices. Sometimes described as a “DMZ 
in a box,” this configuration enables you to maximize server 
consolidation and realize significant cost reductions.

This configuration fully leverages consolidation benefits. All 
servers and security devices are virtualized in this configuration, 
enabling you to isolate the virtual servers and the networks 
while managing communications between the zones with 
virtual security appliances. On the other hand, security appli-
ances in this configuration can also interfere with such VMware 
Infrastructure capabilities as VMware VMotion and VMware 
Distributed Resource Scheduler because of limitations in 
current virtual security devices. The introduction of the VMsafe 
security-specific APIs will remove these limitations in future 
releases of VMware Infrastructure.

This completely virtual infrastructure can fully enforce isolation 
and security between the DMZ zones. You can locate virtual 
servers of different security levels on the same physical ESX host 
and bring network security devices into the virtual infrastruc-
ture. 

You must consider the same potential risks you would in a 
completely physical infrastructure, but with proper configura-
tion and application of best practices, you can mitigate those 
risks. Compared to the two other approaches discussed in this 

paper, this is the most complex configuration. Therefore, risks 
associated with misconfiguration are higher and you need to 
take great care when planning this configuration. You should 
enforce separation of duties by using roles and permissions 
within VirtualCenter. You should also plan and deploy virtual 
networks very carefully to make sure that the isolation of those 
networks is enforced and that any communications between 
virtual machines in separate networks are properly routed 
through the virtual firewalls as well as any other inline security 
devices you are using.

It is especially important in this configuration that you audit the 
configurations of virtual firewalls and virtual switches for consis-
tent policy and settings, because all of the zone enforcement is 
performed in the virtual environment. If the policy is different on 
any of the virtual firewalls or virtual switches, you might see such 
issues as dropped connections when a virtual machine is moved 
using VMotion. 

You can use 802.1q VLANs in this configuration, but VLANs are 
not required as they are in the partially collapsed DMZ with 
virtual separation of trust zones. With a fully collapsed DMZ, you 
need a minimum of three NICs per ESX host — one to connect 
to the Internet, a second to connect to the internal network, 
and a third for the ESX service console or management network.
VMware strongly encourages NIC teaming for redundancy, so 
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Pwnie #4: Famine

Image: Mari Kasurinen | spippodeviantart.com 
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Famine | Spinning VM Straw Into Budgetary Gold

Virtualizing security will not save you money, it will cost 
you more 

✤ For most of this to work, we need to buy new hardware with 
virtualization-aware chipsets, more memory, faster/more 
CPU’s, new vSwitches, extended management... 

✤ We won’t get rid of host-based security software

✤ We won’t get rid of physical appliances or security line cards in 
switches, in fact, we’ll probably have to buy more and buy 
bigger/more powerful switches with converged I/O

✤ That means that when we add VirtSec solutions, these 
solutions & their licenses are cost-additive

✤ As we add more solutions, we add complexity

6

VM
WAR

E  BEST PRAC TICES

Fully Collapsed DMZ

Taking full advantage of VMware technology, th
is a

pproach, 

shown in Figure 5, virtu
alizes th

e entire
 DMZ — including all 

network and security
 devices. S

ometim
es described as a “DMZ 

in a box,” th
is c

onfiguration enables you to maximize server 

consolidation and realize sig
nificant cost re

ductions.

This c
onfiguration fully leverages consolidation benefits.

 All 

servers a
nd security

 devices are virtu
alized in this c

onfiguration, 

enabling you to iso
late the virtu

al se
rvers a

nd the networks 

while managing communications between the zones w
ith 

virtu
al se

curity
 appliances. O

n the other hand, se
curity

 appli-

ances in
 this c

onfiguration can also interfere with such VMware 

Infrastru
cture capabilitie

s as VMware VMotion and VMware 

Distri
buted Resource Scheduler because of lim

itations in
 

current virtu
al se

curity
 devices. The introduction of th

e VMsafe 

security
-specific APIs w

ill re
move these lim

itations in
 future 

releases of VMware Infrastru
cture.

This c
ompletely virtu

al infrastru
cture can fully enforce iso

lation 

and security
 between the DMZ zones. You can locate virtu

al 

servers o
f different se

curity
 levels o

n the same physical ESX host 

and bring network security
 devices in

to the virtu
al infrastru

c-

ture. 

You must c
onsider th

e same potential ris
ks you would in a 

completely physical infrastru
cture, but w

ith proper configura-

tion and application of best p
ractices, you can mitig

ate those 

risk
s. C

ompared to the tw
o other approaches discussed in this 

paper, th
is is

 the most c
omplex configuration. Therefore, ris

ks 

asso
ciated with misconfiguration are higher and you need to 

take great care when planning this c
onfiguration. You should 

enforce separation of duties by using roles and permissio
ns 

within Virtu
alCenter. You should also plan and deploy virtu

al 

networks very carefully to make sure that th
e iso

lation of th
ose 

networks is 
enforced and that any communications between 

virtu
al m

achines in
 separate networks are properly routed 

through the virtu
al fire

walls a
s w

ell as any other in
line security

 

devices you are using.

It is
 especially im

portant in
 this c

onfiguration that you audit th
e 

configurations of virtu
al fire

walls a
nd virtu

al sw
itches fo

r consis-

tent policy and settin
gs, b

ecause all of th
e zone enforcement is 

performed in the virtu
al environment. If 

the policy is d
ifferent on 

any of th
e virtu

al fire
walls o

r virtu
al sw

itches, you might se
e such 

issu
es as dropped connections w

hen a virtu
al m

achine is m
oved 

using VMotion. 

You can use 802.1q VLANs in
 this c

onfiguration, but VLANs are 

not re
quired as th

ey are in the partia
lly collapsed DMZ with 

virtu
al se

paration of tru
st z

ones. W
ith a fully collapsed DMZ, you 

need a minimum of th
ree NICs per ESX host —

 one to connect 

to the Internet, a second to connect to
 the internal network, 

and a third for th
e ESX service console or m

anagement network.

VMware stro
ngly encourages N

IC teaming for re
dundancy, so

 

Figure 5 — Fully collapsed DMZ

VMVM

VMVM

VMVM

VM

vmkernel

Web Servers

Firewall ID
S/IPS

Virtual Appliance(s)

App Servers

Database Servers

Service

Console

Web

VSwitch

Intranet

VSwitch

Internet

VSwitch

App

VSwitch

Database

VSwitch

VM

VM

Internet

Production

LAN
NIC 

Team

NIC 

Team

NIC 

Team

VMware ESX

Management

LAN VMware 

VirtualCenter

Server



PacketFilterThe Four Horsemen Of the Virtualization Security Apocalypse | Hoff PacketFilter

Parting Is Such Sweet Sorrow

✤ Setup

✤ Virtualization In Context

✤ Virtual Networking 
Architecture

✤ VirtSec Solutions Landscape

✤ The Four Horsemen

✤Wrap-Up
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Vini, Vidi, Wiki...
1. Monolithic security vendor virtual appliances are the virtualization 

version of the UTM argument
2. Virtualized Security can seriously impact performance, resiliency 

and scalability
3. Replicating many highly-available security applications and 

network topologies in virtual switches don’t work
4. Virtualizing security will not save you money, it will cost you more
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Hope Is Not a Strategy, But It Doesn’t Hurt

✤ We need a unified approach toward virtualization with 
a consolidated trust model in hardware & software

✤ We need affinity between the VM and protection 
schemes/policies

✤ Comprehensive discovery, profiling, dynamic 
configuration & security management of all VM’s -- 
online or offline 

✤ Centralized VM registration providing telemetry that 
controls spin-up, state and mobility capabilities 
regardless of vendor based upon policies

✤ Intelligent networking capabilities within the virtual 
switching infrastructure for consistency, visibility and 
security including integrated virtual network 
admission control & access Control (vNAC)

✤ Correlation of telemetry between VM Management 
and internal/external security planes to tie in 
virtualization, network and security provisioning/
management into a consolidated single pane of glass
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What Does This All Mean?
✤ Networking & Security are supposed to 

be getting easier, simpler and cheaper 
with virtualization...

✤ Security is going to get harder and our 
solution portfolios are immature at best

✤ We’re in the midst of the cyclic flip-flop 
between the virtualization-powered 
abstraction of resources as a software-
enabled layer and the realities that 
hardware isn’t going away and is flexing 
its muscle

✤ We can’t afford virtualization to 
continue to be siloed; the compute, 
security, networking, and storage 
fiefdom approach is dangerous



PacketFilter

Thank You Cleveland!

Christofer Hoff

choff@packetfilter.com

+1.978.631.0302
Blog:

http://www.rationalsurvivability.com/blog

mailto:choff@packetfilter.com
mailto:choff@packetfilter.com
mailto:choff@packetfilter.com
mailto:choff@packetfilter.com
mailto:choff@packetfilter.com
mailto:choff@packetfilter.com
mailto:choff@packetfilter.com
mailto:choff@packetfilter.com
mailto:choff@packetfilter.com
http://rationalsecurity.typepad.com
http://rationalsecurity.typepad.com
http://rationalsecurity.typepad.com
http://rationalsecurity.typepad.com
http://rationalsecurity.typepad.com
http://rationalsecurity.typepad.com
http://rationalsecurity.typepad.com
http://rationalsecurity.typepad.com
http://rationalsecurity.typepad.com
http://rationalsecurity.typepad.com

